DECIDABILITY AND COGNITIVE SIGNIFICANCE IN CARNAP™

Zeljko Lopanic

ABSTRACT, Our interests in this paper are mainly histori-
~cal. We give an analysis of the nature, origins, different
formulations and liberalization of the Carnapian criterion
of cognitive significance and we consider it as a chapter in
the recent history of theories of problem solving by ef-
fective methods. We are not interested in appraising the
internal merits of Carnapian effective methods. Only oc-
casionally we venture into the current polemics about the

criterion

IENTRODUCTION.

[we find in Carnap first a strict criterion and later different li-
beralized criteria for cognitive significance.] The strict, construct-
jvist criterion amounts to a set of general, direct
decision procedures for certain (infinite) classes of empirical quest-
ions. We call these procedures general because they (supposedly)
answers to all the members of the class of questions for which they are

(*) | am indebted to B. Barbosa F¢ and H.R. Brown for many

criticisms.
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proposed, direct because they apply to questions themselves or to equi-
valent questions, deterministic because the questions answered are what-
questions or yes-or-no-questions and not how-probable-questions. LThe
strict criterion received alternatively semantic (phenomenalistic and
physicalistic) and syntactic (linguistic, formal) formulations. These
alternatives reveal Wittgensteinian (and later Tarskian) and Hilbertian
influences, respectively. [But the different formulations notwithstand;
ing, Carnap's strict criterion never ceased to be a set of procedures of
decision. It can safely be interpreted as an attempt to realize in the
domain of empirical questions the old aationalist ideal of an universél
effective method for solving problems.

The Liberalized criteria, on the other hand, consist of parttal or
indirect or probabilistic decision procedures, equally for empirical
questions. Conceptually and historically, the origins of the liber-
alized criteria are the negative solutions for decision problems for
certain formal questions. It is only secondary that the ]ibera]izaégaa
is due to the impossibility of finding strict procedures for some im-
portant classes of questions in empirical science, such as questions
about the applicability of disposition and theoretical terms.

Our interpretation is at variance with most current interpretations.
The main difference is that none of them, to our knowledge, reconstructs
the systematic connection Lhat exists between the significance criterion
and effective procedures. As a consequence, most of them are not con-
sistent with the results of our interpretation.

1.FORMULATION OF THE STRICT CRITERION.

Carnap offered no single complete formulation of the stirict cri-
terion. Moreover, in no earlier writing did he give either the precise
characterization of the descriptive language to which the criterion ap-
plies nor the complete list of linguistic entities to be classified as
significant or non significant. The difficulty of the task of recon-
structing the criterion itself is exacerbated by the fact that Carnap
oscillated with regard to its precise formulation.[ln his first writings
on the subject in 1928, he adopts semantic formulations, although in the
early thirties he banishes semantic from logic and epistemology as beset
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with ‘insoluble difficulties and contradictions' (Carnap (6], p. 454),
and in the late thirties, under the influence of Tarski, he switches back
to it.

The reconstruction of the descriptive language that satisfies the
strict criterion of cognitive significance becomes much easier if we take
into account some later texts, in particular Carnap (8], [10] and {11].
The first of these texts contains a precise characterization of what
Carnap considers to be a constructivist (or intuitionist or finitist)
formal languages L1. The purely logical part of L7 is an attempt at
a formalization of the intuitionist requirements for a language adequate
for constructing the intuitionist elementary arithmetic. And the purely
descriptive part of Ly 1is intended to be used in the formal re-con-
struction of empirically significant descriptive sentences. A By felying
on Ly we avoid unnecessary complications in early descriptivé lan-
guages, such as those of the language of the AUFBAU based on the Russel-
lian theory of types, without jeopardizing the exact comprehension of the
significance criterion,

The logical part of Ly contains classical sentential connectives,
variables for natural numbers, constants for number-theoretic properties,
relations and functions, identity sign and a number of restricted oper-
ators, including limited sentential operators (quantifiers). The axioms
of Ly are given by axiom schemata. The purely logical axioms consist of
the axioms for the setential calculus, the restricted quantifiers and the
identity. The arithmetic axioms characterize the K-operator and the suc-
cessor relation. Besides explicit definitions and definitions in use,
recursive definitions are also admitted (Carnéb i8], Part I). The de-
scriptive part of L7 obeys the same 1ogical‘ axioms as the Tlogical part
and satisfies, in addition, some other requirements, identical to the re-
quirements for the observation language Ly stated in Carnap [10]. The
variables of Ly take their values in (not necessarily infinite) domains
of concrete empirical entities ('things' or 'total experiences')and every
value of a variable is designated by an expression in Ld. A1l primitive
descriptive constants in Lp are observational and all other constants re-
ducible to the primitive ones either by explicit definitions or by defi-
nitions in use (Carnap [10], p. 41). The descriptive part of L so
characterized is the language to which the strict significance criteri-
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ton appliecs.

The guideline for reconstructing the significance criterion for such
a lanquage is given by some general semantic and syntactic properties of
the fegdcal part of Ly. In a late text Carnap mentions the following
properties of this language: 'That lanquage form provides a way to formu-
Tate unrestricted universal propositions about numbers, viz. with the
help of open sentential formulas that are admitted as sentences. How-
ever, that lauguaqe form cannot provide the formulation of unrestricted
existencial propositions .... Each clused logical sentence S; of that
language is decidable, i.e. exactly onc of S§ and TS is provable and
there is a (decision) procedure for discovering the proof. Each closed
Togical nuﬁ;}{ggi expression A; is computable, i.e. there is a procedure
for discovering the numerical expression Aj in normal form ('0°,'0"',
etc.) such that Ay = Aj is provable' (Carnap [11], pp. 163-164).In order
to be significant the descriptive part of L1 will be submitted to the
’samd{rest?ictions of its expression power and to the analogous require=
ments of constructivity of its sentences, predicates and functions. The
Carnaplan strict significance criterion is nothing else than a set of °
methods which assure that the descriptive part of Ly satisfies the con-
structivist requirements. However, it is clear that these methods can-
not be the same as the decision procedures for the logical part of Ly .
The decision problem for the question of significance of descr{ptive sen-
tences, e.g. cannot, in generai, be solved by formal proof procedures.
The descriptive part of iy is not axiomatized and, moreover, it is cer-
tainly not finitely axiomatizable. As an example of Carnép‘s views on
"this question, let us consider his analysis of the problem of deci&}ng
the truth values of the sentences about the relations of situation and
the qualitative relations between given space-time points. This problem
cannot be solved, observes Carnap, by a (formal) proof in L. 'A relation
of situation in the simplest case will be expressed by means of an ana-
1ytic (or contradictory) sentence (e.g. 'Positions 7 and 6 are neighbour-
ing positions’). On the other hand, a qualitative relation in the sim-
plest case, will be expressed by means of a synthetic descriptive senten-
«e (e.g. 'Position 7 and position 6 have the same color'). The former
sentence is determined by a logical operation, namely, a proof; the
latter, on the other hand, can only be decided on the basis of empirical
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observations, that is to say, by derivation from observation-scntence’
(Carnap [8], p. 45). We see in this example some of the peculiarities
of the decision problem for descriptive sentences. The positive solu-
tion of the problem implies the sharp division between logically prova-
ble and non logically provable sentences (the famous analytic -synthetic
distinction) and is conditional on the existence of general decision
procedures either by observation (the semantical, empirical,formulation)
or by derivation (the syntactic, linguistic,formulation).

General solutions for the decision problems relative to different
classes of expressions of the descriptive part of L are given by the
Carnapian strict criterion of cognitive significance. To put it other-
wise: the criterion in question amounts to a set of general, direcfwénﬁ
deterministic decision procedures for certain (infinite) classes of em-
pirical questions formulable in L. As we already said above, we call
these procedures general, because they (are supposed to) give answers
for all the members of the class of questions for which they are propo-
sed, direct, because they apply to questions themselves or to equiva-
lent questions, deterministic because the questions answered are yes-or-
no-questions or what-questions and not how-probable-questions. Yet, as
we also already noted, in no place did the strict criterion receive a
complete and precise formulation. Moreover, it was the origin of many
hesitations in the questions of detail. What we want to do now is to
pick up what seem to be the most important statements of (parts of) this
criterion, without limiting oursglves to the formulations relative to
L. In different texts the criterion is applied to individual, function,
predicate and relation constants, sentences and problems of descriptive
languages (Lp) and even to the descriptive languages themselves. In most
cases the criterion appears in both semantic and syntactic formulations.

1.1. Syntactic ciiterion for individual constants. A descriptive
individual constants is significant if it is primitive in Lp or defined
in it by a definition chain in which no unrestricted operators occurs.

This definition is a generalization for descriptive languages Lp of
a definition given by Carnap in (8], p. 45, for L7. Our procedure, em-
ployed also below, is justified by the fact that Carnap thinks it to be
possible to give a purely syntactic characterization of the difference
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between descriptive and logical expressions and that he considers all em-
pirically significant languages to be equivalent (Carnap [6], p. 462)(1).
Following the same source, we shall call a descriptive expression ‘defi-
nite' if it is either primitive in a Lp or defined in it by a definition-
chain in which no unrestricted operators occur. In a later text, Carnap
declared that . his term 'definite' is synonymous to the term 'effect-
ive' in the modern computability theory (Carnap [9], p. 193).

1.2. Semantic formubation. A descriptive individual constant is si-
gnificant if it designates a concrete, observable entity that is or can
be generated by constructive procedures from basic relation (s) among
total experiences. ’

In the AUFBAU these constructive procedures are formulated in the
so-called ‘language of fictitious constructive operations'. The oper-
tions considered by Carnap are supposed to be able to simulate the be-
haviour of human subjects, at least in certain cases of date processing,
for instance, in the (hypothetical) case of the construction of quality
spaces out of total experiences. Methodologically, the operation rules
for the construction of objects (concepts) are considered necessary in
order to assure univocity, non emptiness and extensional character of
terms defined in the formal language of the AUFBAU. This requirement
shows that in 1928 Carnap still did not have a clear idea of the syntax
of a formal language that would satisfy the requirements of construct-

ivism.
2.1. Syntactic cnitenion fon function constants. A descriptive
function constant is significant if it is definite, i.e., computable

(carnap [8], p. 45, and [9], p. 193).
In the AUFBAU the descriptive functors are defined by finite lists

of significant descriptive individual constants.

2.2, Semantic fommufation. A descriptive function constant is si-
gnificant if it designates a set of pairs of total experiences (or
things).

This definition is a consequence of the relation theory used in the
AUFBAU.

(1) Some authors, like Neurath, believed that there was only one signifi-
cant descriptive language.
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3.1. Syntactic criteria for property and nelation constants.

a. A descriptive property or relation constant 1s significant if
it is definite (Carnap [8], p. 45).

b. A descriptive property or relation constant occurring in a
given atomic sentence of Lp is significant if the protdzgf—séﬁzénces of
Lp (cf. definition 4.) grom which the given atomic sentence is derivable

have been stipulated (Carnap [5], p. 224}).

3.2. Semantic formulaticn. A descriptive property or relation con-
stant is significant if the property or relation it designates is deci-
dable (Cernap [8]1, p. 161 and [9], p. 193)

4. Semantic cniterda fon protocol sentences.

a. Significant protecol sentences ccnstitute a subset of the sen-
tences of the languace cf the physicel system. A sertence belorngs to tha
language cf the physical system if it correlates a certzin numcricai
value (or interval or prcbabiiity dictributicn of numerical values} of @
stete varizble to each member of a sct of space-time points. Pirctocci
sentences in such a languege differ from cther sentences in two zsrects.
First, they do not refer to single space time pcints but the space-time
regions. Second, they do not correlate specific values of state varia-
bles to these regions, but rather large classes of unknown values
(Carnap [€1, p. 458).

b. A sentence ic a significant protoccl sentence if it is about
states of affairs that obtain among tctal experiences that constitute the
fundementzl relation (s) of the AUFEAU (Cf. Carnap 131,85 119 and 180)(2)

5.1. Syntactic cnitenia for scafenced

a. A sentence in Lp is significant if it is definite, i.e. if all
constents in it are definite and all variatles are bounded by restiicted
quentifiers (Carnap (8], pp. 45-4€).

b. A sentence in Lp is significant if it is derivable {rom a set
of protocol sentences in Lp (Carnap (51, p. 224).

c. k sentence in Lg is significant if sentences of the protocol
language in Lp aic deriveble {scm it and not recessarily vitc-versa
(Carnap [6], p. 440).

(2) The term ‘stzte of affalrs' ls uced here and below in the sense cf
the TRATACIUS.
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d. A sentence in Lp is significant if protocol sentences of the
language of -the physical system are derivable from it and not necessari-

ly vice-versa (Carnap [6], p. 463).

5.2. Semantic formubation. A sentence is significant if it expres-
ses a conceivable state of affairs whose existence or nonexistence is
decidable by a set of operations based on precisely characterized pos-
sible experiences (Carnap [4], pp. 325-326).

We see that all significant sentences are verifiable or falisifiable
by pessible, i.e. theoretically conceivable experiences, and that, con-
versely, all sentences so decidable are significant. An important con-
sequence of this definition is that 'we may know that a sentence is sig-
nificant without knowing whether it is true or false (Carnap [4], p.324).

6. Critenion of significance fon probLems. A problem is significant
if it is either a yes-or-no-problem concerning a significant sentence or
a what-problem concerning a significant functor (Carnap [3], § 180).

1t is clear that all Carnapian significant problems are effectively
soluble either by purely formal or by empirical procedures. Let us empha-
sizeriﬂat,according to Carnap, not all {mpoatant human problems are sig-
nificant in his sense. That means that Carnap is very far from identi-
fying the objectives of his constructivist theory of science with the
ambitions of the classical rationalism. On the contrary, he is explicit
about the limitations of the scientific rationalism: ‘The proud thesis
that no question is in principle unsolvable for science agrees vefy well
with the humble insight that, even after all questions have been answer-
ed, the problem which life poses for us has not yet been solved. The task
of cognition is a definite, well-circumscribed, important task in 1life,
and it can certainly be demanded that mankind should shape that aspect of
1ife which can be shaped with the aid of knowledge by a determined ap-
plication of this knowledge, that is, by using the methods of science.
Even if modern movements frequently underestimate the importance of
science for life, we do not wish to fall iBEE“iHE opposite error. Rather,
we wish to admit clearly to ourselves, who are engaged in scientific
work, that the mastery of life requires an effort to all our various
powers; we should be wary of the shortsighted belief that the demands of
life can all be met with the power of conceptual thinking alone.® These
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words, put in the close paragraphe of the AUFBAU, should serve as a
serious caveat to all those who are want to challenge Carnap as a de-
fender of a totalitarian scientific reason.

7: Criternion of significance for Languages.

a. A descriptive language is significant if it is definite, i.e. if
all expressions in it are definite (Carnap [8], p. 46).

b. A descriptive language is significant if all closed expressions
in it are definite (ibid., § 15).

2. ORIGINS AND NATURE OF THE STRICT CRITERION,

Our review of the formulations of the strict, constructivist, Carna-
pian significance criterion for descriptive languages Lp makes it clear
that this criterion is identical with a set of purely syntactic (formal)
and empirical decision procedures and that the decision problems presuma-
bty soluble by these procedures have close parallels in the logical part
of L7 which supposedly formalizes the elementary arithmetic of the intu-
itionists. In particular, the decision problems for the question of ve-
rifiability of all observation sentences and of computability of all em-
pirical functions correspond to the decision problems for provability of
all logical sentences and computability of all numerical expressions in
L7, respectively. We want now to make clear that this parallel is not a
mere accident but a technical counterpart of some purely philosophical
views of the foundations of mathematics and empirical sciences, common to
Carnap and to other students of the problem of foundations.

The constructive properties -of Ly, such as decidability of formulas,
computability of numerical expressions.solubil}ty of all number—theoref?gw‘
problems formulable in it and so on, were intended by Carnap to be a for-
malization of the vague intuitive and philosophical requirements on the
foundations of elementary arithmetic laid down by the Intuitionists (Car-
nap [8], p. 46). In the intuitionist writings, only constructive expres-
sions were considered to be justifiable in a purely rational way, and
that was meant to imply that non-constructive expressions were meaning-
Less. Accordingly, a language that would fulfill the intuitionist re-
quirements for rational justifiability of its expressions would also ful-
fi11 the intuitionist criterion of significance. Coming back to Carnap,
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jt is clear that the constructiveness assures the rational justifiabili-
ty in L7. On the other hand, Carnap himself made it clear that L7 was
also significant in the intuitionist sense: 'The language form under
discussion here [Ly) agrees with certain philosophical views sometimes
calied 'finitism' or 'constructivism'. According to these views it is
the case e.g. that unrestricted existential quantifiers with respect to
infinite domains gizérrise to meaningless sentences, and that predicates
and functors are meaningful only if there is a fixed procedure by which
their applicability in any concrete case can be decided'(Carnap [11], p.
164). It is easily seen now that Carnap's conditions on the signifi-
cance for Lp given by his strict criterion are closely parallel to the
formalized intuitionist significance criteria for matematical languages.
And we already know that the basic logic for Lp is the same as the logic
of the purely logical part of Ly. This shows that the concepts of jus-
tification and of significance associated with the construction of Lp
are closely related to earlier intuitionist concepts;

It has often been said (by Hempel, for instance), that the Carnap-
ian significance criterion reflected basic principles of contemporary
empiricism. We see now that this thesis is not to be taken in a re-
strictive sense. Indeed, the Carnapian criterion also reflects the
basic principles of contemporary constructivism. Moreover,  there are
some other important parallels between the Carnapian significance cri-
terion and influential contemporary views on the foundations of  mathe-
matics. The insistence on the question of problem solving was a basic
characteristic of various programmes in foundational research in conti-
nental Europe. Since 1900, Hilbert repeatedly made public his con-
victions that every mathematical problem was soluble, although not by
a specifiable general method.| In 1925, for instance, he wrote: ‘As an
example of the way in which fundamental questions can be treated I would
like to choose the thesis that every mathematical problem can be solved.
We are all convinced of that. After all, one of the things that attract
us most when we apply ourselves to a mathematical problem is precisely
that within us we always hear the call: here is the problem, search for
the solution; you can find it by pure thought for in mathematics there
is no {gnonrabimus. Now, to be sure, my proof theory cannot specify a
gene(al method for solving every mathematical problem; that does not
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exist. But the demonstration that the assumption of the solvability of
every mathematical system is consistent falls within the scope of our
theory' (Hilbert (141, p. 384). ] In his TRACTATUS (1921) Wittgenstein
expressés similar optimism as to the problem solving capacity of human
cognitive apparatus; 'If a question can be framed at all, it is also pos-
sible to answer it' (TRACTATUS, 6.5). Wittgenstein also offered what he
believed to be final solutions of many kinds of fundamental problems such
as the problem of formulating a constructive criterion of validity of all
mathematical and logical sentences. However, his algorithms for validity
apply neither to all classical mathematics (Wittgenstein was an  intui-
tionist) nor to the full classical logic. In 1928, Hilbert formulated
what can perhaps be considered the most ambitious objective for his proof
theory: to solve the problem of validity in the full classical predicate
calculus by finding a decision procedure for valid formulas. Hilbert de-
clared this problem to be the central problem of the whole mathematical
logic (Hilbert and Ackermann {15], § 11).

It seems to be safe to say that Hilbert's and Wittgenstein's opti-
mism was dominant among the contemporary students of the foundational
problems, despite some discordant voices, such as Brouwer's. In [2]
Brouwer declared, indeed, that Hilbert's ‘axiom of solubility' of every
mathematical problem and its equivalent, the principle of the excluded
middle, were both false. As for Carnap, he éided resolutely with the
optimists. In the AUFBAU, proposing his first solutions to the decision
problem for empirical questions, he wholeheartedly subscribed . to the
'proud thesis of the omnipdtence of rational scjence' ekpressed in the
TRACTATUS (Carnap [3], § 183, our italics). ’

Not only is Carnap's insistence on problem solving related to con-
temporary studies in the foundations of mathematics but so obviously are
his specific solutions. We explicated above Carnap's debt to Intuitiohism
in this respect. We want now to recall that the whole Carnapian programme
of a syntax of the language of science and, in particular, his syntactic
formulations of the significance criterion stand under direct influence
of Hilbert's proof theory. The fact is well known and scarely deserves to
be documented from texts. We mention only Feigl's report of a discussion
with Carnap, at about 1928: 'Quick with labels for new conceptions (rather
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than carrying them out in exact detail) I told Carnap that the syntax (he
then still called it semantics', a term which he applied — following
Tarski after 1934 or 1935 — in the later well established sense) he was
thinking of as formulated in a metalanguage, amounted to a  'Hilbertiza-
tion' of PRINCIPIA MATHEMATICA. He accepted, smilingly, my designation
as essentially correct' (Feigl [12], p. XIV).B)

As for the semantic formulations of the criterion, they stood under
the direct influence of Wittgenstein's algorithm of validity.

Thus, both from a historical and a conceptual point of view, the
strict significance criterion for descriptive languages has only super-
ficially to do with Humean empiricism. It is such more appropriately
traced back to the Leibnitzian caleulus ratiotinator or to Cartesian
general methods for solving geometrical problems. A direct evidence sup-
porting this conclusion is Carnap's own approximation between his attempt
to apply the modern theory of relations to the task of analysing empiri-
__cal reality (a task which included the formulation of the significance
Erffg}idh) and some Leibnitz' projects: 'The fundamental concepts of the
theory of relations are found as far back as Leibnitz' ideas of a ma-
thesis universalis and an ans combinatonia. The application of the

theory of relations to the formulation of a constructional system ig
closely related to Leibnitz' idea of a charactenistica universalis and

of a sciencia generalis' (Carnap (3], §3). There seems to be no doubt,
indeed, that what Carnap actually tried to do by formulating his strict
significance criterion was to realize in the domain of empirical questions
the old rationalist ideal of solving problems by mere calculation.

In support of this conclusion let us examine just one difficulty in
any interpretation of the strict significance criterion framed exclusive-
ly in terms of the traditionat empiricism. The expression ‘conceivable
experience' used in semantic formulations is highly theoretical. Indeed,
it is analytic that 'conceivable experience' is not a definite descript-
ive property constant. Again,_iE"j§M§E§1¥EjEE]JyAggj;_p significant dis-
position term. In 1956 Carnap is quite clear égout thét this: that con-
ceivable experience has been always understood by him and by Reichenbach

(3) The main target of the Hilbertization of the PRINCIPIA MATHEMATICA
were, of course, the axioms of infinity and of reducibility.
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as an experience compatible with the fundamental laws of physics and not
dependent upon our empirical knowledge of observers' abilities (Carnap
[101, pp. 53-4). Accordingly, Carnap's criterion pressuposes a highly
theorefical account of possible experiences (never undertaken by any-
body, by the way) and not mere introspection or, still less, experimental
analysis of immediate sense data. We also note that the recognition of
the impossibility of relying exclusively on introspection and construct-
ive method, i.e., on the traditional empiricism plus modern deductive
logic is implicit already in the AUFBAU, where Carnap uses abstract geo-
metry and physical analogies in constructing properties of phenomenal ob-
Jects.

By these remarks I do not want to imply that Carnap did not say that
his significance criterion was an empiricist one. He certainly did. What
I do want to say is that he could as well have called his criterion a
rationalist or a formalist criterion of empirical significance and that
we can safef;_ao so. The strict criterion and other of Carnap's contri-
butions to contemporary philosophy of science are not to be credited to
either of the two sides in the od epistemological and theoretical con-
flict between rationalism and empiricism but rather considered as an ef-
fort to produce a synthesis of sound elements belonging to both of these
traditional doctrines (Cf. Carnap [3], p. VI).

We have seen that Carnap offered both semantic and syntactic formu-
lations of the strict significance criterion. He never tried, however,
to show that these alternative formulations characterized equivafent de-
scriptive language as significant. In fact, this is not the case, as is
easily seen b} comparing, for instance, the operations involved in the
decision procedures in the two kinds of formulations. But Carnap did not
always consider them even as admissible alternatives. In his first
writings on the subject in 1928, he proposed only semantic formulations
and contrasted the genetic method employed in defining concepts (objects)
with non constructive definitions by formal axiom systems like the one
used by Hilbert in FCUNDATIONS OF GEOMETRY (1899). The semantic genetic
method characterizes (defines) only single definite objects (concepts),
as illustrated by Dedekind's cuts, by inductive definition of natural
numbers and, of course, by Carnap's own constructive definitions of em-
pirical (phenomenal) objects in the AUFBAU. In contradistinction, the
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formal, syntactic method of implicit definitions by a (syntactically
consistent) set of uninterpreted axioms, such as Hilbertian ones, laid
down at the outset, defines only classes of objects. But at that time,
Carnap considered classes as 'improper' or 'quasi-objects', in close agre-
ement with Russel's ‘no class theory'. And whereas the genetic method of
introducing objects guaranteed the definiteness of all objects intro-
duced, the axiomatic method did not in general assure the univocity (ca-
tegoricity) of the object systems (models). After 1928, remazining as we
have seen, under direct influence of Hilbert's formal proof theory,Carnap
became reconciled with the formal axiomatic method and switched to
syntactic formulations of his strict criterion. He went even so far as
to identify logic with formal syntax (metamathematics): 'We have already
seen that this formal method of general syntax can also represent [ con-
cepts which are sometimes regarded as not formal and designed as] con-
cepts of meaning (or concepts of a logic of meaning), such as, for ins-
tance, consequence relation, content, relations of contents, and so on.
Finally, we have established the fact that even the questions that refer
to the interpretation of a language, can be handled within the domain of
a formal syntax. Accordingly, we must acknowledge that all questions of
logic (taking this word in a very wide sense, but excluding all empiri-
cal and therewith all psychological reference) belong to syntax' (Carnap
[8), p. 233). As we shall show below Carnap not only believed that se-
mantics was dispensable in methodological and logical questions but also
that it led to 'unsoluble difficulties and contradictions'. Even after
Godel's theorems of incompleteness and of improvability of the con-
sistency of the elementary number theory by finitary syntactic methods,
Carnap continued to attempt syntactic formulations of this significance
criterion, presented hereafter 1in 1liberalized forms and characterizing
non-constructive languages. After the Paris Conference on the Philo-
sophy of Science in 1935, under the strong influence of Tarski, Carnap
returns to semantic formulations and treats his problem of meaning as
‘belonging to the field which Tarski calls semantics’', a theory of ‘the
relations between expressions of a language and things, properties,
facts, etc., described in the language' (Carnap [7], p. 73). The 1lan-
guages here considered were not exclusively constructive languages. The
Carnapian sianificance criteria written in Tarskian key were already
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liberalized.

This outline of the changes in the formulations of the Carnapian
significance criterion shows clearly that these changes are related in an
essential way to some general philosophical questions and to developments
in basic fields of logic and mathematics and not to peculiarities and e-
ventual advances of philosophical empiricism or of empirical psychology.

Let us now take a closer look at two 'insoluble difficulties' in the
use of semantics in the foundations of logic and methodology, and conse-
quently in the formulation of the significance criterion. Both difficul-
ties concern the empirical semantics developed according to the model of
the TRACTATUS.

We have seen that, according to the semantic formulation of the
strict significance criterion, a sentence of Lp 1is significant if it
expresses a state of affairs whose existence or non-existence are de-
cidable by conceivable experiences. According to the phenomenalist view
of the AUFBAU an empirically decidable state of affairs is a structure
(configuration) of immediately given total experiences (vertical slices
of the solipsistic time-flow) or, more precisely and formally, 1list of
lists of numbers taken from an enumeration of such data. Now, the im-
mediately given total experiences are generally not common to different
human subjects. Accordingly, the semantic formulation of the strict
criterion is essentially solipsistic: it does not guarantee inter-sub-
jective public significance for descriptive sentences (Carnap [6]1, p.
454), Under Neurath's influence (Neurath [17]), Carnap made the pro-
posal that even Specifying the significance of a given sentence,we should
stop speaking about ‘sense data' and the comparison between the sentence
and the 'reality' and instead limit ourselves to the analysis of syn-
tactic derivability relations between the sentence and the class of pro-
tocol sentences, whose vocabulary, formation and transformation fules
would have to be syntactically characterized.

A second difficulty with empirical semantics is that it does not
allow for a general definition of logical consequence. In order to be
able to show why Carnap thinks so, we must recall Wittgenstein's defi-
nition of logical consequence. Let us call the n-tuples of truth-values
of atomic sentences occurring in a truth-functionally composed molecular
sentence which make that sentence true, the 'truth-grounds' of  that
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sentence (TRACTATUS 5.101). The concept of logical consequence is now
defined as follows: ‘If all truth-grounds that are common to a number of
propositions are, at the same time truth-grounds of a certain propo-
sition, then we say that the truth of that proposition follows from the
truth of the others' (TRACTATUS 5.11). Wittgenstein himself adds the
following comments on this definition. If ¢ follows from p, then the
truth-grounds of ¢ are contained in the truth-grounds of p. Also, the
sense of ¢ is contained in the sense of p. But the sense of a sentence
is the state of affairs it describes and affirms or negates (TRACTATUS,
4.064, 4.2). Thus, if q follows p, the state of affairs described
by ¢ is contained in the state of affairs described by p. Carnap now ob-
serves that in such semantics, no universal logical consequence concept
can be defined, and in particular, not the one needed for logically con-
necting sentences describing phenomenal and physical states of affairs.
He argues in the following way. The sentences of the first kind mention-
ed describe structures of solipsistic total experiences, and those of the
second kind configurations of physical objects, such as electrons, elec-
tromagnetic fields, etc. But the states of affairs described in the
first case and in the second case belong to completely separate material
spheres of objects. Accordingly, they cannot be contained in one an-
other. MNow, suppose that the logical implication relation exists be-
tween a sentence of one of the two kinds and a sentence of the other
kind. Then by the Wittgensteinian semantics, the state of affairs de-
scribed by the implied sentence is a part of the state of affairs descri-
bed by the implying sentence. But this is impossible. Consequently, em-
pirical semantics based on the semantics of the TRACTATUS is inadequate
as a foundation of the logic of the descriptive languages which contain
phenomenalistic and physical constants (Carnap (6], p. 453). Carnap's way
out was the general syntax.

This analysis shows that in early thirties Carnap was still far from
the idea of interpretation of descriptive terms over abstract domains
which themselves admitted empirical interpretations, i.e. from Tarskian
or formal semantics. It furnishes also an interesting consequence for
the interpretation of Carnap's contemporary ideas about the structure of
descriptive theories. As far as the semantic formulation of the strict
significance criterion of the AUFBAU is concerned, no physical sentence,
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in particular, no theoretical sentence of a physical theory can be re-
duced to phenomenalistic sentences. More drastically, to require it
would be semantically absurd. This result is contrary to many influ-
ential reconstructions of the early Carnapian ideas on the subject. Our
contention is that the reductionist tendencies of early Carnap were
greatly exagerated by later commentators. But to show that in details is
beyond the scope of the present paper.

We want, finally, to point out that the strict criterion is close-
1y related to the Carnapian thesis of extensionality. This thesis says
that in every statement about a concept, this concept may be taken ex-
tensionally, i.e. it may be represented by its class or relation ex-
tension (Carnap [3], § 43). As applied to the constants of Lp the strict
significance criterion is nothing else than a method of decision for the
extensions of the concepts designated by the constants. This remark is
particularly important for appreciating some standard objections to the
criterion. Popper, for instance, considers it to be an obvious absurd-
ity to use verifiability as a meaning criterion for sentences, because,
he argues, it is necessary to 'understand' a sentence in order to be able
to judge whether or not it could be verified (Popper [18], p. 63). It is
easily seen that this objection, in order to apply to Carnap at all, must
be so interpreted as to imply either that the Carnapian extensionally
thesis is an outright nonsense or that it is absurd to require that the
extensions be decidable. But such claims does not seem to be very ob-
vious,indeed. In a similar vein, Marhenke [16] argues that Carnap's
significance criterion for sentences is fafse because one can not  know
that something is evidence for or against a sentence unless one knows
what that sentence means. But Marhenke misses to note that his objection
presuposes the thesis that (at least) empirical sentences are intensional.
Accordingly, he spends no effort in establishing this intensionality
thesis.

3. LIBERALIZATION OF THE STRICT CRITERION.

After rejecting semantics from the foundations of logic and epis-
temology, Carnap was left with syntactic formulations of the strict cri-
terion only. In these formulations he used syntactic terms like ‘prova-

<
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bility', 'derivability’', ‘computability’ and 'definability’. The use of

the criterion was justified by the belief that the decision problems
for applicability of those terms in exhaustively characterizing large
classes of descriptive and logical languages were or couic be given po-
sitive solutions. The early Carnap was, in particular, optimistic, as
we noted above, about the possibility of giving a complete and possibly
also purely constructive criterion of validity cf the sentences and of
significance of the expressions of the classical logic and mathematics.
Soon, after Carnap's adoption of this view (in about 1928, Godel's
limitation theorems dealt it a terrific blow. Carnap's monumental
LOGLCAL ANALYSIS OF LANGUAGE, completed in 1933, is a long meditation
on the possible way out. The solution found was the liberalization of
constructive requirements.

We are not going to discuss the substitute for the constructive
criterion of validity. We only mention that Carnap explicitely gave up
the search for a constructive criterion of validity of the whole of
mathematics as well as the Hilbertian program of constructing a complete
formal criterion of validity, which, although not itself definite (ef-
fective) would still be based on definite rules (Carnap (8] ,pp. 99-100).
As for the problem of cognitive significance, the strict significance
criterion was substituted by a liberalized one which admitted the use
of indefinite syntax languages (metalanguages) and of indefinite Togical
and descriptive object-languages. The thesis of the equivalence of the
significant descriptive languages was abandoned. The principie of
tolerance was arinounced: Everyone is at liberty to build up his own
form of language; all that is required in doing so is to clearly state
the syntax of the proposed language.

The use of indefinite syntax languages, conditioned only by the in-
formal principle of non-contradiction, is now justified exclusively by
methodologigal considerations and no more by stronger epistemological
views such as those of constructivism. WNo question of justification or
of correctness is raised. The terms 'analytic' and 'contradictory', for
instance, have been proved indefinite in most relevant formal systems
(Carnap [8], p. 165). Carnap uses them in his syntax because they are
useful ‘from the standpoint of certain general considerations' (4ibdid.,
p. 175). One important theoretical advantage of these terms consists in
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the fact that 'with their help the complete division of sentences with-
out descriptive constants into analytic and contradictory is possible',
whereas the corresponding classification of the same class of sentences
into provable and refutable | 'provable’ and ‘refutable’' being also in-
definite ] is incomplete as a consequence of Godel theorem ( ibid .,
p. 173). Another methodological virtue of these terms is that they
are 'more closely connected with material interpretation of language'.
(<bid., p. 175).

In a quite analogous way, Carnap now admits .indefinite mathematical
terms. From the technical point of view this amounts to the admission
of definition-chains where unlimited quantifiers occur. A definition of
the form

Pi(x) = (3y) (2(x.¥))
where'Q'is a definite number-theoretic relation constant and 'P1’' a new
constant, are now tolerated, although the question whether, for instance,
TPy (5)" is true or not is not answerable by a definite method. To  the
standard intuitionist objection that 'Py(5)' is a meaningless formula
Carnap now replies: '... it is true that we know of no method of search-
ing for the answer, but we do know what form the discovery of the answer
would be — that is to say, we know under what conditions we would say
that the answer had been found. This would be the case, for example, if
we discovered a proof of which the last sentence was 'P1(5)'; and the
question whether a given series of sentences is a proof of this kind or
not is a definite question. Thus there exists the possibility of <the
discovery of an answer, and there appears to be no cogent reason for re-
jecting the question' ({bid., p. 161). Carnap justifies the use of m-
predicative constants in just the same way. He sums up his position on
admissibility of meaningfulness of mathematical constants as follows:
‘In general, since there are sentences with unrestricted operators which
are demonstrable, there is always the possibility of coming to a decision
as to whether or not a certain indefinite or impredicative term is ap-
plicable in a particular individual case, even though we may not
always have a method at hand for arriving at this decision. Hence such
terms are justified even from the standpoint which makes the admissi-
bility of any term dependent on the possibility of a decision in every
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individual case. (Incidentally, in my opinion, this condition is to nar-
row, and is not convincingly established)’ (ibid., p. 164). The paren-
thetical remark at the end of this text expressed exactly the central
aspect according to which the strict criterion for mathematical object-
languages had been liberalized: it is no longer required that it be
general.

In keeping with this liberalization move, Carnap also gave up the
requirement of generality of the significance criterion for descriptive
languages. Accordingly, and this is the essential point, the use of a
descriptive expression needs no more in all classes be justified as cor-
rect by an algorithm.Questions that have earlier been formulated as
decision problems now become questions of choosing the form of Tlan-
guage, i.e. questions 'of the establishment of rules of syntax and the
investigation of the consequences of these' (ibid., p. 164).

This is, then, some of the available evidence for the main thesis
of this section: from both conceptual and historical point of view the
first Carnapian liberalizing departure from the strict significance cri-
terion is intimately related with general developments in the theory of
formal systems, in particular, with Godel's limitation theorems. On the
other hand, there does not seem to exist any evidence that the Tliberal-
jzation move was mainly motivated by specific difficulties in the appli-
cation of the strict criterion. In particular, there is no evidence
that it had to do with the problems in the logic of disposition terms
(Hempel [13], p. 3). Even after completing the liberalization by intro-
ducing the principle of tolerance in constructing languages, Carnap con-
tinued to treat the disposition terms like 'breakable' as on the same
logical footing as terms for kinds or things (‘horse'), for kind of sub-
stances ('iron'), and even for directly perceptible qualities ('warm’,
‘soft', 'sweet'). A1l these kinds of terms were considered to express
properties of domains of things. No peculiarity of the disposition
terms was mentioned (Carnap [8], p. 150).

Among the rules of syntax of liberalized descriptive languages,
physical rules or P-rules are also admitted. Carnap distinguished seve-
ral kinds of such rules. Some of these rules are theoretical postulates,
such as the Maxwell's equations. The other kind is constituted by re-
duction sentences. Examples of these will be given below. Still an-
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other kind contains the correspondence rules, such as the rule that says
that the temperature of a gas is the mean kinetic energy of its mole-
cules. In accordance with his general non-constructive position after
1933, “Carnap considers the acceptance of P-rules not as a logico-philo-
sophic problem but, to a large extent, a matter of convention and, hence,
a question of expedience (Carnap [8], p. 180). A1l P-rules are used as
non-logical rules for derivations and as means of introducing new terms.
But the reduction sentences have an additional special usage: they serve
as partial empirical decision procedures, based on empirical laws, for
the concepts they introduce. The first treatment of reduction .sentences
is given in Carnap [7]. We shall now examine briefly how they work.

Let Lp be a first-order descriptive language, with unrestricted
quantifiers, whose variables take their values in the domain of space-
time points. Let Q_, , J # 3, be a sequence of descriptive predicate
constants significant in LD' and Q3' a new constant whose intended in-
terpretation is a disposition property It can readily be shown that we
cannot introduce '2_3_' by explicit definitions. We can nevertheless in-
trocude it into our Lp by admitting the following P-rules, called re-
duction sentences, as valid:

Ry (QZ - Q3)
R2 Qz, (Qs "‘—‘ Q3)

Tn these formu]as, 'Ql and 'Ql, describe empirical conditions
(and, in particular, test - conditions) realized at a space-time point,
'Q2 and 'QS' specify observable events (and, 1in particular, positive
test results) at the same point, and 'Q3 ' is the new constant. It s
supposed that as a matter of empirical fact Q1 is regularly followed by
Q 25, and 24 by Q5 , equally without exception It is clear that Ry and
Ry constitute an empinical decision procedure for the problem of appli-
cability of ‘Q3' (under the condition, of course, that we know the empi-
rical procedures for the application of 'Q1 s QZ , 'Q:. and 'Qs5' ).
But this procedure is not general. For the e class of points that 7satisfy
the condition '

M~ 2 ne,)n (2 v ey
the applicability of 'Q 5 ' is not decidable by means of R, and R,. For
these regions Q4 s ‘not determined, and hence, ‘without meaning'
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(Carnap [7), p. 60). Now if the condition (1) were P-valid, 'Q3' would
be without any meaning at all in L.

Carnap also tried to formulate procedures for diminishing the in-
determinacy of the application of newly introduced predicates by admit-
ting as valid in Lp whole sequences R ,2 of pairs of reduction sentences

of the form

R} o - (af, ~2;)
R; Qil‘ - (Qis adlL Q3)

where the sentences Rl specify classes of space-time points Q{ 2 to
which 'Q:B' applies and the sentences R1 the classes of space-time
points QZ to which it does not apply. Thus, a sequence R{ 2 of
pairs of reduct1on sentences appears to constitute a decision procedure
for the applicability of :Q:3 stronger than the one based on any
of its elements In 1956, however, Carnap recognized that the use of a
sequence R1 2 for introducing a new property constant into Lp would
violate the requ1rement of extensionality for Lp. As a matter of fact,
the new constant introduced would remain intensuqnal until an effective
rule is laid down for the con-truction of the Ri’z. But, on the other
hand, it is impossible to give such a rule, for to give it would be equi-
valent to specify the content and the order of discovery of all unknown
empirical laws. Having recognized that a R%,z cannot possibly deter-
mine the exact extension of 'Q3' and continuing to adopt a strictly
extensional view on the meaning of descriptive constants, Carnap pro-
posed that only single pairs of reduction sentences be used as (partial)
definitions and that, in order to avoid ambiguity, we would call concepts
so introduced by differents names, as has already beeen required by
Bridgeman (Carnap [10}, p. 064). This correction of an error in Carnap
(7], shows in a particular clear way what the reduction pairs really are
and what they are intended to be: decision procedures for the extensions
of the constants they introduce.

1In conclusion we can say the rollow1n4} First, the strict criterion
of cogn|t1ve signiticance was proposed by Carnap as a solution of decision
problems for que tions oncernir the use of differents kinds of de-
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scriptive expressions. In offering his solution, Carnap imitated so-
Jutions of decision problems for questions in mathematical language. By
its very nature, the strict criterion belongs to the history of problem
solving by effe.tive methods. Second, the liberalization of the strict
criterion was in the first place a consequence of internal limitations
of effective methods discovered in the meantime. Third, the problems
and methods peculiar to the traditional empiricism had little to do with
the origins, the nature and the development of the Carnapian signifi-

cance criterion.
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